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Abstract— The objectives of this study were to structure otorhinolaryngology discharge summaries with text mining 

methods and analyze structured data and extract relational rules using Association Rule Mining (ARM). In this study, 

we used otorhinolaryngology discharge notes. We first developed a dictionary-based information extraction (IE) 

module in order to annotate medical entities. Later we extracted the annotated entities, and transformed all documents 

into a data table. We applied ARM Apriori algorithm to the final dataset, and identified interesting patterns and 

relationships between the entities as association rules for predicting the treatment procedure for patients. The IE 

module’s precision, recall, and f-measure were 95.1%, 84.5%, and 89.2%, respectively.  A total of fifteen association 

rules were found by selecting the top ranking rules obtained from the ARM analysis. These fifteen rules were reviewed 

by a domain expert, and the validity of these rules was examined in the PubMed literature. The results showed that the 

association rules are mostly endorsed by the literature. Although our system focuses on the domain of 

otorhinolaryngology, we believe the same methodology can be applied to other medical domains and extracted rules can 

be used for clinical decision support systems and in patient care. 
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1. INTRODUCTION 

Physicians often have to use unstructured free-text data, 

including discharge summaries, patient reports, doctor’s 

notes and hospital records for clinical research and in 

patient care. Since huge amounts of patient data are 

recorded and stored in unstructured, free-text clinical 

reports, it is impractical to use them in this form as it 

requires a lot of time and effort to read these files.  

Text mining is a methodology that promotes an automatic 

analysis of a corpus of text documents for the extraction 

of meaningful information and knowledge from large 

amounts of text files [1]. Information Extraction (IE) is a 

critical component of the text mining approach that aims 

to extract entities and concepts from narratives, and 

transforms unstructured text into a structured form [1, 2]. 

By using IE methods, unstructured textual data in 

documents can be transformed into a structured form for 

further processing with data mining tools. Several 

techniques can be used to extract information from text. 

These vary from simple pattern matching to complete 

processing methods based on statistical and machine 

learning algorithms. The extracted information can 

potentially be used for clinical decision support [3].  

A variety of methods and systems has been developed in 

the clinical domain to extract information from clinical 

narratives [4-9]. In general, these systems have been 

designed to structure documents, extract named entities 

(such as diseases, drugs) and identify associations and 

links between entities (such as gene-gene, gene-disease, 

and disease-drug) [7, 10, 11]. Although early systems 

developed in the biomedical domain were promising, 

most of them were built for extracting information from 

clinical texts written in English [2, 12-18]. Therefore, for 

many other languages in particular for Turkish there is a 

need for research in this area. 

In Turkey, a major portion of patients’ clinical 

observations, including radiology reports, operative notes, 

and discharge summaries are recorded as narrative text. In 

some hospitals even laboratory and medication records 

are only available as part of the physician’s notes. Hence, 

there is a growing need for IE systems, for automatic 

processing of clinical narrative for further data analysis, 

as well as new generation clinical decision support 

systems. To the best of our knowledge, there are only two 

IE projects [19, 20] which extract information from 

Turkish medical narratives. Both of these systems were 

designed for Turkish radiology reports and they propose 

to map clinical text to standardized concepts of medical 

ontologies automatically. Turkish medical narratives are 
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usually recorded in an unstandardized format and it is 

difficult to extract entities with a high performance using 

common ontologies or terminologies.  

Association rule mining (ARM) is a method that is 

specifically designed for extracting associations amongst 

entities. The major advantages of ARM are that it 

provides understandable and easily interpretable outputs 

and it is capable of discovering potentially interesting 

associations amongst a large number of attributes. ARM 

generates association rules and these rules are suitable for 

embedding in decision support systems. Because of these 

advantages, ARM is used in many different areas 

including market research and is also rapidly gaining 

popularity in the medical informatics field. For example, 

ARM was applied to predict  heart disease [21], hospital 

infections using public surveillance data [22], and malaria 

in South Korea [23], in uncovering dengue outbreaks 

using local and remote sensing data [24], in identifying 

help-seeking behavior of adolescents [25], and in 

exploring the Attention Deficit/Hyperactivity Disorder 

(ADHD) comorbidity [26].  

Here we used otorhinolaryngology discharge summaries 

that were stored in electronically available text format. 

Overall this study has three main parts. The first part is 

the extraction of entities from unstructured discharge 

summaries by mapping them into standard terminologies 

(IE module) and storing them in structured data tables. 

The second part identifies association rules between the 

extracted concepts (using ARM). Finally the last part 

deals with assessing the validity of the extracted rules by 

substantiating them in the existing literature. 

2. METHODS  

This section consists of four components: (1) an overview 

of otorhinolaryngology discharge summaries, the input of 

the system; (2) the text mining process, extraction of 

medical entities; (3) ARM analysis, rule extraction; (4) 

Rule filtering and Rule validation. 

2.1. Dataset 

The patient discharge summaries used in this work were 

obtained from the Otorhinolaryngology department of 

Akdeniz University Hospital in Turkey. The discharge 

summaries were manually written and recorded in an 

unstructured format (Microsoft Word) by clinicians or 

medical secretaries. The dataset includes 600 unstructured 

documents.  An otorhinolaryngology discharge summary 

typically consists of five major sections including 

demographic information (date of birth, gender, name, 

surname, etc.), anamnesis (symptom and patient history), 

physical examination results, laboratory results and an 

operation report (operation name, operation date, pre-

diagnosis, surgeon, etc.) for patients who underwent 

surgery. In the development of the IE module, we first 

randomly selected 400 documents out of the total 600, 

and left the remaining 200 documents for the test and 

evaluation of the system performance. We used the IE 

module on the test dataset and corrected the results with a 

manually created dataset by a domain expert. Later in the 

ARM analysis we used all 600 documents for the rule 

extraction process. 

2.2. Extracting concepts from discharge summaries  

First we transformed all Word documents into standard 

text format by applying a four level pre-processing 

method (Figure 1). We then structured each document 

using n-gram analysis and entity tagging and eventually 

all documents were converted into rows in a dataset table 

ready for processing by ARM rule extraction. 

Pre-processing 

IE typically requires some "pre-processing" such as spell 

checking, document structure analysis, sentence splitting, 

tokenization and word sense disambiguation [3]. The 

discharge summaries were first tokenized using 

whitespaces and punctuation marks and stop words such 

as “there”, “more”, “yet” were filtered out to achieve high 

system performance and reliability. In order to correct 

spelling errors and stem all the words, we used the 

Zemberek library [27] which is an open source project 

that has been developed to provide NLP (Natural 

Language Processing) solutions for the Turkish language 

for systems developers. 

 

Figure 1. Document processing pipeline 

 

Section segmentation 

This module segments all discharge summaries into 

separate sections. All section headers were converted to 

capital letters to distinguish them from the textual content. 

We created a mapping list which included the non-

standard section headers and their standard pairs, for 

example age, birth date, date of birth were all 

standardized as Age. These standard section headers were 

used as column headings in data tables. 

Information Extraction 

A fundamental requirement for IE is a dictionary of 

Otorhinolaryngology terms. Since no such dictionary is 

available in Turkish, we chose to construct a dictionary to 
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extract medical entities from the discharge summaries.  

We calculated co-occurrences of terms within each 

section by using the word level n-grams. N-gram method 

is a contiguous sequence of n items (syllables, letters, and 

words) from a given sequence of text and it helps to 

reduce the problems which arise from identifying entities 

presented by groups of words (Larynx Cancer, Mass of 

Neck) [28]. For each “n”, where “n” is number of words 

in the entity, our algorithm passed through the data 

collection once and measured the frequencies of 

unigrams, 2-grams, 3-grams, and 4-grams). Table 1 shows 

an example of n-grams from the symptom and diagnosis 

sections. We considered a word or a group of consecutive 

words that occur frequently in the entire text collection as 

a candidate. Using these candidate entities, a dictionary 

which includes medical terms and their synonyms was 

compiled and validated by a domain expert.  

Table 1. Frequency for Significant Concepts 

Symptom Diagnosis 

Words in 
Turkish 

Words in 
English f 

Words in 
Turkish 

Words in 
English f 

Ses Kısıklık Hoarseness 124 
Larenks 

Kanser 

Larynx 

Cancer 
107 

Boyun 

Şişlik 

Mass of 

Neck 
75 Tümör Tumor 78 

İşitme 
Azlık 

Hearing 
Loss 

53 Otitis Otitis 36 

Yutma 

Güçlük 
Dysphagia 39 Dil Kanser 

Tongue 

Cancer 
29 

Burun 

Tıkanıklık 

Nasal 

Obstruction 
37 

Septum 

Deviasyon 

Septum 

Deviation 
19 

Baş Dönme Vertigo 34 Hipertrofi Hypertrophy 12 

Kulak 

Akıntı 
Otorrhea 31 Vejetasyon Vegetation 10 

Kulak Önü 

Şişlik 

Preauricular 

Swelling 
28 - - - 

Dil Yara 
Tongue 
lesion 

25 - - - 

Nefes 

Darlık 
Dyspnea 24 - - - 

f:The observed frequency 

We used the dictionary to extract all medical entities 

except for the “Patient History” and “Age”. The age of 

each patient was calculated by using the date of birth and 

the “Patient history” section was used to identify alcohol 

and smoking history for each patient. We searched for co-

occurrences of words and word groups such as “no 

smoking”, “no cigarette”, “packet of cigarette”, “glass of 

wine”, “no alcohol”, “wine”, which were defined with the 

n-gram method we mentioned above, to get information 

about patients’ smoking and alcohol consumption, and 

afterwards converted the text data into categorical 

variables as “Smoking” and “Alcohol”.  

Eventually, all the entities in the documents were 

extracted by using a dictionary lookup method based on 

string matching and transformed into a data table. A 

sample output is given in Figure 2. 

 
 

Figure 2. Sample output of data transformation 

 

Evaluation of IE module 

We used the 200 discharge summaries as a held-out 

dataset to evaluate the IE module. We compared the 

output produced by our system with the observations of a 

domain expert who reviewed the summaries. In this step, 

we counted (i) complete tagging (all entities in each 

section should be extracted) and (ii) non-complete tagging 

(some entities were incorrectly extracted or absent). We 

evaluated the performance of the IE module by 

calculating the precision, recall, and f-measure. In the 

literature, they are defined as: 

precision=
tp

tp+fp
 

recall=
tp

tp+fn
 

f­measure=
2xPrecisionxRecall

Precision+Recall
 

where tp is the number of true positives, fp is the number 

of false positives (incorrectly identified items) and fn is 

the number of false negatives [29]. We calculated 

precision as the number of correctly identified items 

divided by the total number of items identified by our 

system. Recall was computed as the number of correctly 

identified items divided by the total number of correct 

items. By combining these measures, we computed the f-

measure. 

2.3. Association rule mining  

In this study we used the association rule mining 

approach to analyze the structured dataset. ARM is a 

major data mining technique and is most commonly used 

as a pattern discovery method [21]. It aims to retrieve 

frequent patterns and rules which are hidden in a dataset.  

An association rule has the form A⇒B, where A and B 

are sets of items and the B set is likely to occur whenever 

the A set occurs. A simple example of an association rule 

for a medical application is the following: 
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IF (Temperature is Strong Fever) AND (Skin is 

Yellowish) AND (Loss of appetite is Profound) => 

(Hepatitis is Acute). 

The rule states that if a person has a Strong Fever, 

Yellowish skin and Profound Loss of appetite, then the 

person has Acute Hepatitis [24].  

In ARM, two measures are commonly used to help a 

researcher decide the usefulness of an association rule: 

support and confidence. The support of an association 

rule A ⇒ B is the percentage of records that contain both 

A and B and is defined as: 

Support(A⇒B)=
number of records with A and B

total number of records
 

The confidence of an association rule A ⇒ B is the ratio 

of the number of records that contain both A and B to the 

number of records that contain A, and is defined as: 

Confidence(A⇒B)=
number of records with A and B

number of records with A
 

Support measures how frequently an association rule 

occurs in the entire set of records, whereas confidence 

measures the strength and reliability of a rule [25]. The 

task in ARM involves finding all rules that satisfy user-

defined constraints on minimum support and confidence 

with respect to a given dataset. In our study, we applied a 

third significance metric to the dataset called lift [21]. The 

lift of a rule (A⇒B) measures the deviation from 

independence of A and B:  

Lift (A⇒B)=
Confidence(A⇒B)

Support(B)
 

Lift quantifies the predictive power of A ⇒ B. It measures 

how much the presence of B depends on the presence or 

absence of A, and vice versa. The higher the lift is, the 

more likely that the existence of A and B together is not 

just a random occurrence, but is due to a relationship 

between them [24]. In general, a lift value greater than 1 

provides strong evidence that A and B depend on each 

other. A lift value below 1 specifies that A depends on the 

absence of B, and vice versa. A lift value close to 1 

indicates A and B are independent [30]. 

2.4. Rule filtering and validation  

Association rules and the parameters used in them were 

calculated, analyzed and visualized by the Waikato 

Environment for Knowledge Analysis (WEKA) which is 

an open source data mining software tool developed in 

Java [31]. We applied the Apriori algorithm [32] to the 

structured dataset in order to extract associations between 

medical concepts. Confidence, combined with lift and 

support, was used to evaluate the significance of each 

rule. Minimum support, confidence and lift were used as 

the main filtering parameters. Since the dataset was very 

sparse, the minimum support value should be low enough 

to obtain a sufficient number of frequent item sets.  We 

found the most meaningful set of rules, by setting the 

minimum support value to 2%, the confidence value to 

90%, the lift value to 2, and getting a final confirmation 

from a domain expert. To determine high-confidence and 

non-redundant rules we used a two-step filtering process. 

In step 1, rules that had confidence, support and lift values 

less than a given minimum were removed. In step 2, the 

following filter was adopted to remove redundant rules: 

Consider two rules R1: (A⇒B), R2: (C⇒B) with the same 

consequence. We considered that rule R2 was redundant 

if C ⊂ A while both R1 and R2 had the same confidence, 

support and lift value. We removed C as it is already 

covered by A. 

To establish that the extracted associations have validity 

in the real world, a domain expert reviewed the 

publications on PubMed and found research articles 

relating to each rule, and checked the validity of our 

automatically extracted rules. 

3. RESULTS  

3.1. Characteristics of Dataset  

We started our study with 600 discharge summaries. But 

because of the large amount of missing data in these texts 

we had to discard many documents, and used only fields 

that were most regularly written by physicians. After 

eliminating irrelevant variables (such as patient ID, name, 

etc.) and missing values from the dataset we compiled a 

dataset consisting of 274 patient records with seven 

attributes that have less than 50% missing values for the 

final analysis. There were four attributes for risk factors in 

the dataset, namely; gender, age, smoking habits and 

alcohol consumption. The remaining three attributes were 

symptom, diagnosis and surgical procedure which were 

clinical data fields. Age attribute was discretized into four 

categories after consulting with the domain expert. The 

characteristics of the dataset are listed in Table 2 with 

their frequencies and percentages. 

3.2. ARM analyses of dataset  

Table 3 shows the association rules which could be used 

for prediction of Surgical Procedure (SP). We present the 

left side of the discovered rules as predictors (antecedent) 

and the right side of the rules as the predicted variable 

(consequent). We discovered 349 association patterns as 

potential rules for predicting the outcome of surgical 

procedure. After filtering of association rules that met the 

threshold, the number of rules was reduced to 15.  
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Table 2. Frequencies and percentages of attributes and 

their categories (n=274) 

Attributes  n % 

Age 

0-25 19 6.9 

26-40 37 13.5 

41-60 118 43.1 

> 60 75 27.4 

Missing 25 9.1 

Smoking 

Habits 

Yes (Y) 77 28.1 

No (N) 133 48.5 

Missing 64 23.4 

Alcohol 

Consumption 

Yes (Y) 20 7.3 

No (N) 190 69.3 

Missing 64 23.4 

Gender 
Female (F) 86 31.4 

Male (M) 188 68.6 

Symptom 

Hoarseness (HS) 58 21.2 

Mass of Neck (MN) 39 14.2 

Otorrhea & Hearing Loss 

(OH&HL) 
18 6.6 

Preauricular Swelling (PS) 20 7.3 

Dyspnea & Hoarseness 

(DN&HS) 
13 4.7 

Nasal Obstruction & Post-

Nasal Drainage (NO&PND) 
11 4.0 

Tongue lesion (TL) 29 10.6 

Vertigo & Hearing Loss 

(V&HL) 
12 4.4 

Hoarseness & Dysphagia 

(HS&DP) 
13 4.7 

Others 61 22.3 

Diagnosis 

Larynx Cancer (LC) 113 41.2 

Septum Deviation (SD) 8 2.9 

Tongue Cancer (TC) 29 10.6 

Otitis (OT) 48 17.5 

Neck Tumor (NT) 11 4.0 

Parotid Tumor (PT) 54 19.7 

Septum Deviation & Concha 

Hypertrophy (SD&CH) 
11 4.0 

Surgical 

Procedure 

Neck Dissection (ND) 11 4.0 

Hemiglossectomy (HG) 29 10.6 

Laryngectomy (LG) 111 40.5 

Mastoidectomy (MD) 20 7.3 

Parotidectomy (PD) 54 19.7 

Septoconchaplasty (SCP) 11 4.0 

Septoplasty (SP) 8 2.9 

Tympanoplasty (TP) 28 10.2 

Others 2 0.7 

 

A simple example of the description for Rule 3 is the 

following: 

IF (Age is between 26 and 40) AND (Symptoms are 

Otorrhea & Hearing Loss) AND (Diagnosis is Otitis) => 

(Surgical Procedure is Tympanoplasty). 

The rule states that if a person’s age is between 26 and 40, 

has otorrhea and hearing loss and diagnosed as otitis, then 

the person undergoes a tympanoplasty operation. 

In Azevedo et al.’s study [33], hearing loss was detected 

as a significant symptom for otitis and the mean age of 

patients was 26.3 years. In addition, Szaleniec et al.’s 

study [34] showed that the mean age of patients was 41 

years. Both of these studies also indicated that 

tympanoplasty and mastoidectomy were the most 

common treatments for otitis. Three of our 15 rules (Rules 

1, 2 and 3) produce similar results to these publications. 

In this study we found that tongue cancer patients who 

had tongue lesion (Rule 4) and were older than 60 years 

old underwent a hemiglossectomy operation. Similar age 

groups were previously reported in Kudoh [35] and 

Karadeniz et.al.’s studies [36] for operation type and 

diagnosis. Bussu et al.’s study [37] confirms Rule 7. Their 

study showed age range for both malignancies and benign 

group. In addition, Rules 6 and 8 are confirmed with 

Somefun et al.’s study [38] in which it was observed that 

preauricular swelling and mass of neck were common 

symptoms in patients who were diagnosed with a parotid 

tumor. Markou et al. [39] investigated the role of patient’s 

age and other characteristics in larynx cancer. Parallel to 

Rule 15, they found the mean age of the patients with 

larynx cancer as 62 years. In addition, several other 

studies reported the mean age at diagnosis of larynx 

cancer as between 60 and 64 years [40-45].  We found 

that hoarseness, dysphagia and dyspnea were related to 

larynx cancer (Rules 9, 11 and 12). In the medical 

literature these symptoms were also reported as the most 

common symptoms for larynx cancer [43, 46]. Similar to 

our results, tobacco and alcohol consumption were 

declared as risk factors for the development of larynx 

cancer in Matos et al.’s study [47] (Rules 10, 13 and 14). 

4. DISCUSSION  

In this study, we performed the automatic extraction of 

rules from unstructured medical text data. We first 

structured the otorhinolaryngology discharge summaries 

with text mining methods and then extracted association 

rules from the structured data.  The overall recall and 

precision of our IE module is 84.5% and 95.1% 

respectively, which are reasonably good results. 
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Table 3. The extracted rules from the dataset 
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1 - - - - 
V&H

L 
OT MD 4.4 100 

13.

7 

2 - - - - 
OH&

HL 
OT TP 6.6 100 9.8 

3 - 

26

-

40 

- - 
OH&

HL 
OT TP 3.7 100 9.8 

4 - 
> 

60 
- - TL TC HG 5.1 100 9.4 

5 M - - - - PT PD 10.6 100 5.1 

6 - - - - MN PT PD 8.8 100 5.1 

7 - 

41

-

60 

- - - PT PD 8 100 5.1 

8 - - - - PS PT PD 7.3 100 5.1 

9 M 

41

-

60 

- - HS LC LG 12.1 100 2.5 

10 M - Y Y - LC LG 5.5 100 2.5 

11 - - - - 
HS&

DP 
LC LG 4.7 100 2.5 

12 M - - - 
DN&

HS 
LC LG 4.7 100 2.5 

13 M 

41

-

60 

Y - - LC LG 10.6 100 2.5 

14 M - Y - - LC LG 16.4 98 2.4 

15 M 
> 

60 
- - - LC LG 15.3 95 2.4 

Previously in the medical literature, there have been a vast 

number of medical text mining and information extraction 

systems reported [48]. The developed systems generally 

use existing terminologies such as SNOMED CT [49], 

MESH [50], UMLS [50-52] and are mostly developed for 

English language for identifying and extracting medical 

entities from text documents. Turkish medical narratives 

are usually written in an unstandardized format and it is 

difficult to extract entities with a high performance using 

standard type ontology or terminology. In order to 

overcome this challenge, we generated our own concept 

dictionary to identify significant entities. We used the n-

gram method to set up the dictionary, and to improve the 

performance of the ARM analysis we only used the high 

frequency concepts; this may cause less frequent concepts 

not being represented in the dictionary, and as a result not 

appearing in rule associations. Another limitation of our 

work is the dictionary lookup method we used in the IE 

module; the simple string matching algorithm seemed to 

work well for detecting most entities, but in some cases it 

did not recognize some entities. The performance of this 

module could be improved further by using a more 

sophisticated string matching algorithm. 

An important limitation in our work is the dataset, as the 

performance of the system strongly depends on the 

quality of data. In our dataset, there were many missing 

fields including laboratory results and physical 

examination results; because of this, we were only able to 

analyze a dataset with a small number of patients and 

attributes. Any further studies with an increased number 

of variables could produce more medically interesting 

rules.   

As for the otorhinolaryngology discharge notes, we 

discovered 15 relational rules which were in agreement 

with the recent literature. The extracted rules are given in 

Table III. As mentioned before, to validate extracted 

associations, a domain expert reviewed the recent 

publications related to the extracted association rule in 

PubMed and checked the validity of our rules. By 

comparing our results with the literature, we can argue 

that there was good support for the automatically 

extracted rules from this study.  

Our system is domain-dependent, and the current version 

can only be used for otorhinolaryngology discharge 

summaries. But a similar approach could be applied to 

develop systems for different clinical domains. 
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